Online Extremism

Extremism is possible in any ideology, including (but not limited to) politics and religion. Extremism can affect mental well-being, amplify hostility, and threaten democratic debate. This POSTnote focuses on how extremism manifests online, consequences of exposure, and potential countermeasures.

Background
Extremism lacks a clear definition, which has contributed to difficulty in regulating it. The UK Government characterises extremism as "opposition to fundamental values, including democracy, the rule of law, individual liberty, and respect and tolerance for different faiths and beliefs." However, this definition lacks the legal precision for extremism to be grounded in UK law. When the Commission for Countering Extremism (the CCE, a Home Office advisory agency) surveyed over 2,500 members of the public, 75% thought this definition was unhelpful. Among the concerns expressed were that values are not clearly defined, and that subjective interpretation could undermine democracy because people may be labelled extreme for having preferences outside of the mainstream.

The CCE suggests that hateful extremism includes any behaviours that: incite or amplify hate; make a ‘moral case’ for violence; spread hostile or supremacist beliefs against a particular group; or cause harm to individuals, communities or wider society. Some stakeholders dispute the term ‘hateful extremism’, arguing that hate speech and extremism are separate societal issues. However, most agree that a narrower definition of extremism is needed for policies to be effective.

Extremism is not the same as terrorism. Terrorism is violence (or threat of it) used to intimidate the public or advance a particular cause. While terrorism is a tactic, extremism is a belief system. However, exposure to extremism can encourage an individual’s support for terrorist tactics (a process known as radicalisation). The CCE report that 56% of the public agree that a lot more should be done to counter extremism online. In 2019, the UK Government put forward proposals to address online extremism in the Online Harms White Paper.

Extremism can often be attributed to a combination of online and offline interactions, where the Internet acts as an enabler rather than the root cause. Social media content can be posted instantly by anyone without verification or external editorial control, so information can be produced rapidly and disseminated widely. Contributors can consciously evade detection by using multiple accounts, and there are inconsistencies in how content is moderated across platforms.

UK Government, public sector practitioners and industry stakeholders have called for a coordinated response to address the range of social and technological challenges around extremism.

This POSTnote outlines how the online environment can be used for extremist purposes, how exposure to online extremism can influence people, and potential strategies to counter online extremist content.

The online environment
The Internet allows people to reach global audiences quickly, cheaply and easily. This creates positive opportunities for individuals and organisations. However, the global reach of the Internet poses challenges for national governments attempting to safeguard citizens from harm online. Technology is continuously evolving, and extremists tend to be early adopters of new tools in order to exploit this. As a result, it is challenging for authorities and regulators to keep up.

Overview
- Extremist content may be found on mainstream sites and ‘alt-tech’ platforms that have been created or co-opted for the unconventional needs of specific users.
- The Internet may facilitate extremism in multiple ways, including recruitment, socialisation and mobilisation.
- Countering online extremism requires a coordinated approach. Methods include content removal and social interventions.
- A key challenge is identifying responsibilities for online content regulation. The 2019 Online Harms White Paper proposed the appointment of an independent regulator.
Online platforms include mainstream social media sites as well as ‘alt-tech’ platforms, which replicate the functions of mainstream social media but have been created or co-opted for the unconventional needs of specific users. Both types of platforms present challenges for addressing online extremism.

Mainstream platforms include Facebook, Twitter and YouTube. The advantage of uploading extremist content to mainstream platforms is that content can reach a large audience. During the first half of 2019, Twitter removed over 100,000 accounts promoting terrorism, and locked or suspended over 50,000 accounts for breaching violent extremism policy guidelines. The scale of online extremism is unknown, as estimates may be amplified by fake accounts, which include multiple accounts created by the same person and ‘bots’ (computer programmes that impersonate humans and post automated content).

Researchers have suggested that YouTube recommendation algorithms, which can filter or prioritise content based on user engagement, can cause a radicalisation pipeline where users migrate to more extreme content that they might not otherwise have been exposed to. The aim of most online platforms is to keep users engaged, and algorithms learn users’ interests and biases by exposing them to content and monitoring their response. This can inadvertently create incentives to show users extreme content, as people are more likely to click and comment on extreme headlines. However, other researchers have argued that it is impossible to separate the influence of algorithms from conscious human decisions.

‘Alt-tech’ platforms hosting extremist content may include:
- Platforms that have been ‘hijacked’ for extremist purposes but actively cooperate with the authorities. Messaging app Telegram is used by extremists because content is encrypted (POSTbrief 19). Telegram worked with the European Union Internet Referral Unit to improve tools for users to flag terrorist content.
- Platforms that tolerate extremist content under promotion of free speech. Online forums such as Gab allow users to post potentially extremist content with little repercussion or official moderation.
- Self-hosted platforms that were built specifically for extremist content and are owned by extremist groups.

Exposure to extremism
Assessing the scale of exposure to extremist content is difficult. People may access it covertly, unknowingly, or be unsure whether they should report it (especially as users differ in what they consider extreme). The CCE survey found that 25% of the UK general public had witnessed extremism online. A study of 706 members of the public found that around 7% had specifically searched for extremist content online. The context of exposure is also likely to matter, with research suggesting that individuals are more likely to engage with extremist content if they are directed to it by friends or family. The link between viewing extremist content and radicalisation or inciting violence is not well understood. Research often looks at prior exposure to online extremism of those who have been radicalised, but there is less research on those who do not develop extreme views following exposure.

Box 1: International cooperation
The majority of content accessed by UK citizens is not hosted in the UK (for example, most mainstream social media platforms are based in the US). Countries have different laws and attitudes to regulation, censorship and protection of free speech online. Cooperation between nations is required to enact national legislation. However, a lack of shared international definitions and concepts (such as ‘extremism’ or ‘free speech’) makes it difficult to coordinate responses. In 2018, Germany introduced legislation that places sanctions on social media companies that fail to remove illegal terrorist content and hate speech within 24 hours. The approach had an approval rate of 67% with German voters. However, some stakeholders have expressed concerns that the approach could set a precedent for some nations to use it for state censorship. Mainstream platforms may have terms and conditions that are more stringent than UK legislation, in order to operate globally and comply with the most stringent international legislation.

The Internet gives people anonymity (which can make users feel disinhibited) and access to content that they might not find offline. Although this can create a positive user experience, it can also provide opportunities for extremism to spread. While there is no typical profile of an extremist, risk factors that may make people more vulnerable to engaging with extremist content include lacking a sense of purpose or belonging, grievances with society, and experience of trauma. Most researchers also agree that there is no typical process or pathway for forming extremist views.

Recruitment
Social media can enable groups to recruit members and reach new audiences. Recruitment strategies can make highly sophisticated use of technology to exploit existing grievances and cast doubt on mainstream society. Groups may use offline trigger events (such as terror attacks, elections or financial crises) to promote extremist narratives. Recruitment strategies may also appeal to a desire to belong, by presenting a positive image of life within an extremist group. Many current and former extremists have expressed that their reasons for joining a group stemmed from anger or desire for a sense of unity. Extremist groups may search social media to find vulnerable individuals and tailor their recruitment based on content that a user has posted.

Socialisation
Socialisation refers to the process of internalising the norms of a group. Socialisation does not always involve ideological indoctrination. Extremist groups can provide a counter-culture with its own language and references that can be reinforced by a sense of collective struggle. Socialisation may also make it harder for individuals to leave extremist groups.
the Internet facilitates socialisation through ‘echo chambers’ (POSTnote 559) where extremist views are amplified and unchallenged.\textsuperscript{20} Extremist groups also reward socialisation by using incentives (such as ranks and leader boards) to increase participation and loyalty.\textsuperscript{29,30,61} Individuals may be motivated by this in order to gain status and infamy.\textsuperscript{29}

The evidence for how the Internet contributes to socialisation is mixed.\textsuperscript{62} It is more likely to occur through a combination of online and offline events and relationships. For example, offline trigger events (such as terror attacks) are correlated with an increase in extremist and hateful content online.\textsuperscript{18} However, socialisation can occur entirely online, as the Internet can provide a social space for people that may otherwise be isolated from one another.\textsuperscript{29,63}

**Communication**

Extremists use strategic communication to recruit members, raise funds, normalise extremist views, advise members on how to support the group, and gain publicity.\textsuperscript{64–66} Organised groups often use smaller alt-tech platforms to co-ordinate mainstream campaigns, which occur on larger platforms or offline.\textsuperscript{30} Propaganda may be circulated to a wider audience by including trending hashtags (searchable labels that refer to the topic of a social media post).\textsuperscript{67–69} For example, a terrorist group used the hashtag #WorldCup when posting propaganda in 2014.\textsuperscript{70} Extremists also use memes (typically easily shareable, supposedly amusing images containing symbolism recognisable to a subculture) to spread information to a chosen audience quickly.\textsuperscript{71} During the 2019 General Election, extremist groups held meme-making competitions to have greater impact on online political discussion.\textsuperscript{70}

**Networking**

Online platforms enable individuals to connect, irrespective of geographic location, and form global networks. Networking with prominent mainstream sympathisers provides extremists with a larger platform and can help to legitimise extreme views. Such groups may achieve greater recognition when public figures (such as politicians) share or reference their content online.\textsuperscript{79,72} The Internet also enables collaboration in order to achieve a common goal. Extremist groups have worked together during elections to support or discredit a party or candidate.\textsuperscript{29}

**Mobilisation and attack**

Online communication may enable extremist groups to coordinate members to undertake actions such as:

- Demonstrations and rallies that can intimidate the public and attract media attention. The impact of such events can be amplified by livestreaming them (broadcasting a live uncensored video in real-time on the Internet).\textsuperscript{30}
- Cyber-attacks, such as hacking (gaining unauthorised access to a computer system by exploiting security weaknesses) and doxing (releasing somebody’s personal information online). These can intimidate society and draw media attention.\textsuperscript{30}
- Contributing to terrorism, either through the coordination of an attack or through resources such as tutorials on making weapons. All five of the UK terrorist attacks in 2017 had an online element to them.\textsuperscript{12} A survey of 227 convicted UK terrorists also revealed 44% had downloaded extremist media and at least 30% accessed extremist content online.\textsuperscript{16}

**Countering online extremism**

Countering online extremism requires a coordinated approach across government, other public bodies, private companies and independent regulators, as well as the public.\textsuperscript{13} However, this can be difficult to manage because views differ on where specific responsibilities lie for regulating the online environment (Box 2). The following sections consider the main options available for countering extremism. While technological and societal interventions are available, these responses are unlikely to eliminate extremism. People often experience difficulties in life prior to engaging in extremism, and reducing extremism may require intervening earlier to address these needs.\textsuperscript{47}

Therefore, researchers and charities suggest there should be a wider focus on offline and online safeguarding to make it harder for harmful activity to occur.\textsuperscript{73,74}

**Box 2: Regulating the online environment**

Responsibility for regulating the Internet is shared across multiple public and private bodies, including:

- **Government departments.** The UK Government has responsibility for safeguarding UK citizens and interests from online harms. This duty is shared across multiple departments. For example, the Home Office is responsible for keeping the UK safe from the threat of terrorism and extremism, and the Department for Digital, Culture, Media and Sport for maintaining a safe and open Internet.\textsuperscript{75,76}
- **Other public bodies.** If content breaches terrorism legislation, the Counter Terrorism Internet Referral Unit (based in the Metropolitan Police) refers content to host platforms for removal.\textsuperscript{77} Since 2010, it has referred over 310,000 items of extremist content.\textsuperscript{78}
- **Private companies.** Internet companies can remove extremist content based on breach of community guidelines.\textsuperscript{79} There is cooperation between private companies. The Global Internet Forum to Counter Terrorism (GIFCT) was founded by Microsoft, Facebook, Twitter and YouTube. It maintains a database of known terrorist content that has been removed, preventing the same content being re-uploaded on any of the participating platforms.\textsuperscript{80} In 2019, the GIFCT was criticised after it was unable to prevent over 800 versions of a terrorist attack video from appearing online.\textsuperscript{81}
- **Regulators.** Although there is currently no regulator with specific responsibility for addressing online extremism, the 2019 Online Harms White Paper outlined proposals for the appointment of an independent regulator.\textsuperscript{12}

**Content removal**

Extremist groups often have a coordinated strategy for rapid dissemination of content online.\textsuperscript{82} Propaganda materials are typically uploaded across multiple platforms to increase longevity of exposure.\textsuperscript{83} Online platforms are not currently obliged to remove extremist content in the UK if it does not fall under definitions of terrorism.\textsuperscript{84} This is partially because of the issues around defining extremism. However, private companies may choose to remove content (Box 2).

Content posted online (such as terrorist videos) can be removed by human moderators or it can be detected and removed automatically. Automatic removal has many advantages, as methods cover more content in less time than human moderators. YouTube reports that 98% of violent extremism content that is removed is detected automatically,
and over half is removed within 2 hours. Removing content soon after it is uploaded reduces the number of people exposed to it and helps to safeguard human moderators from upsetting material. However, there are limitations to content removal:

- **Avoiding terms.** Users may deliberately avoid specific terms that may be flagged by automatic detection. Far-right groups may avoid fascist words and Islamist extremists may avoid ideology-specific words. In 2016, online forum users began substituting certain terms with brand names to evade automatic detection.

- **Images and videos.** Automatic detection often focuses on text but can be limited when faced with other forms of media. Images and videos only require slight modification in order to evade detection from a database of content that has been removed previously and is flagged for immediate removal if posted again (Box 2).

- **Memes.** Memes often have indirect meanings, which may not be immediately interpretable to somebody outside of that community. This makes it hard for outsiders to judge what is harmful or extreme.

- **False positives.** Automatic removal is prone to false positives, leading to issues around censorship if content is removed without justification. This can have consequences, such as censoring democratic debate, which may fuel extremist narratives around mistrust in the state.

- **Lack of accountability.** Automatic detection may disproportionately impact certain groups, as datasets used for training algorithms contain biases. There is also a lack of transparency around how algorithms work, presenting issues for justifying content removal.

Even with content removal, there are ways for extremists to disseminate content. It is easy to create ‘throwaway’ accounts to rapidly spread propaganda before content is removed. Internet archiving services can also create links that allow content to remain accessible even when the original content is removed. Between 2015 and 2017, over 1 million archived links to Islamist extremist propaganda were found. Also some platforms do not have a central server (POSTbrief 28) where all information is saved, making it challenging to remove content. People may also use browser tools that allow them to covertly comment on any mainstream website. Additionally, extremists can operate on the dark web (POSTnote 488) where it is almost impossible to moderate or remove content.

### Counter-narratives and alternative narratives

Counter-narratives directly oppose extremist messages. For example, extremist propaganda may advertise the positives of being in an extremist group. A counter-narrative would seek to expose the harmful reality of living under that group. An alternative narrative would highlight positive attributes outside of the extremist narrative, such as the benefits of living in a democratic society. There is limited evidence on the effectiveness of these approaches, although counter-extremism organisations emphasise the importance of open dialogue for effective intervention. Informal counter-narratives from trusted figures within the target community can be perceived as having higher credibility. Researchers note that to be effective, counter-narratives may need to recognise the concerns of the extremist groups as genuine, which could be controversial if the concern is not widely seen as legitimate.

### Societal interventions

Many stakeholders believe that current counter-extremism responses are too focused on law and technology, and do not address the underlying reasons that people are drawn to extremist content. Researchers and counter-extremism organisations highlight the importance of prevention before people have had the opportunity to engage in extremism, as well as rehabilitation. Identifying underlying socio-economic and cultural contributors within society and implementing protective factors can reduce how many people develop extremist views. The 2019 Integrated Communities Action Plan proposes using initiatives to promote values of tolerance and mutual respect online by empowering those who wish to challenge extremist views. Proactive community training can be used to build digital literacy (POSTnote 608) so that users have the skills to assess the credibility of online content. Stakeholders suggest that, to be effective, community interventions should be coordinated across multiple agencies (including police, social services and healthcare providers).

### Individual interventions

Individual interventions work with people who are deemed at risk of engaging with extremism. They can help support people to find more acceptable ways of expressing their feelings and meeting their needs. However, not all people would be regarded (by themselves or others) as ‘at risk’ or vulnerable and may not want to engage with interventions. Individuals may self-refer for intervention, be referred by members of the public, or be identified by police. Individuals may by referred to the Prevent programme (run by the Home Office, counter-terrorism police and local community partnerships), which is currently under independent review. Prevent aims to stop vulnerable people being drawn into terrorism. If somebody is considered at risk, they may be referred to the voluntary Channel programme where they receive mentorship and a support plan. Between April 2018 and March 2019, 561 individuals received Channel support. Stakeholders note that individuals could feel targeted by such programmes and that extremists may exploit this to undermine trust in the state. Therefore, practitioners (including Prevent officers) advocate that such programmes should be delivered alongside wider community strategies to promote a safer society.
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